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1. INTRODUCTION 
Over the past five years, deep learning (DL) models—especially those in computer vision (CV)—have improved quickly.  

With the use of deep learning (DL) techniques, CV, a type of artificial intelligence (AI), allows machines to identify and 

comprehend images.  With the aid of data, computer processing power, and machine learning advancements, artificial 

intelligence (AI) has been steadily advancing and becoming more effective globally, particularly during the past 20 years. 

It is therefore not surprising that artificial intelligence (AI) has many applications in the military sector as well, in a wide 

range of fields. AI is being used more and more in the daily lives of many different sectors, including speech recognition, 

biometric authentication, mobile mapping, navigational systems, transportation and traffic control, management, 

manufacturing, supply chain management, data collection, and targeted online marketing [1]. 

 
Fig. 1: A Model of Vision-Based Robotic Applications System. 

Abstract 
Artificial intelligence (AI) techniques including deep learning, transformers, deep reinforcement learning (DRL), 

and large language models (LLMs) have greatly improved robotic capabilities in recent years.  Convolutional 

Neural Networks (CNNs), Vision Transformers (ViTs), DEtection Transformers (DETR), the YOLO family of 

algorithms, segmentation methods, and 3D vision technologies are some of the major AI models propelling 

advances in robotic vision.  Robots can now comprehend and produce language similar to that of humans thanks to 

LLMs, which use enormous volumes of text data to improve robot-human interaction. This improves the robots' 

capacity for cooperation and communication in a variety of applications.  Robots can now understand and produce 

human-like language because to LLMs, which use vast volumes of text data to improve human-robot interactions. 

This improves the robots' ability to communicate and work together in a variety of applications. By improving 

robotic systems' overall performance, efficiency, and flexibility, the integration of these AI techniques opens the 

door for increasingly complex and intelligent autonomous agents.  Robots and other mechatronic systems can 

interact with their surroundings and carry out tasks more precisely and flexibly thanks to vision-based control, 

which employs computer vision to direct their movements.  Continuous measurement and feedback are made 

possible by this method, which increases the system's resilience to mistakes and its ability to adjust to 

environmental changes. 
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II. LITERATURE REVIEW  
Associated work Theoretical underpinnings and creative applications of vision-based robot control have grown 

significantly in recent years due to developments in deep learning (DL) and camera technologies.  A few of the most 

recent advancements and their uses are highlighted in this succinct assessment, especially as they relate to visual 

information-based robot control. Picture pre-processing, feature extraction, classification, and outcomes analysis are the 

four main steps in the image classification process.  Raw images should be enhanced during the pre-processing phase of 

image processing in order to increase feature extraction accuracy and image classification outcomes. Gathering pertinent 

information from an image in order to construct distinct classes is the main goal of feature extraction [9].  As a result, 

deep learning-based approaches are both a good substitute and the current standard [10]. Nonetheless, recent studies on 

convolutional neural networks (CNN) have demonstrated superior generic visual descriptions that are applicable to a 

variety of picture identification uses, such as the classification of fine-grain images [11]. The methodology of this article 

is first focused on identifying a good computer vision-based technique for the classification of sensitive documents from 

non-sensitive documents. The authors first identified the standard parameters in terms of reliability, loss, precision, and 

recall by using deep learning techniques, such as neural networks with convolutions and transfer learning (TL) 

algorithms. Many security concerns require robotic vision automation for the segregation of sensitive and non-sensitive 

documents. Numerous publications have cited the extraction of features based on pre-trained deep learning models. 

Similarly, we used the majority of feature extraction techniques to identify features from the images, which were 

subsequently classified by machine and ensemble learning models. Nevertheless, the feature extraction and machine 

learning classification based on pre-trained models produced better results than the deep learning and TL procedures. 

Additionally, the more well-known methods were used as the brains behind a robotic structure's vision to automatically 

separate sensitive papers from non-sensitive documents.  When we need to locate a specific, classified document in the 

haystack, we could use the suggested robotic framework [12]. A 3D stereo vision system for real-time depth perception, 

a deep reinforcement learning (RL) model tailored for suturing tasks, and a robotic arm with a needle driver make up the 

suggested framework.  In our method, a reinforcement learning agent is trained in a simulated environment to learn the 

best suturing techniques through trial-and-error interactions.  In order to maximize precision and minimize tissue injury, 

the RL model takes into account tissue deformation, suture tension, and needle trajectory. Accurate needle insertion and 

suture placement are made possible by the 3D vision module's high-resolution depth maps, which are used to guide the 

robot in real time.  When tested on artificial tissue models, the technology performs better in terms of accuracy, 

uniformity of sutures, and flexibility in response to tissue changes.  According to experimental results, our RL-based 

method works better than conventional teleoperated suturing by lowering variability and obtaining higher accuracy. This 

study demonstrates the viability of autonomous robotic suturing in spite of obstacles including dynamic tissue behavior 

and real-time processing limitations.  Future developments will concentrate on increasing the system's adaptability in real 

time, maximizing computational efficiency, and broadening its scope of use to include more surgical procedures.  An 

important step toward completely autonomous robotic surgery is represented by this study [13]. Significant progress has 

been made in automated surgical suturing, which combines robots, artificial intelligence, and optimization methods to 

improve accuracy, effectiveness, and safety.  Early studies concentrated on creating mechanical suturing devices that 

outperformed manual suturing techniques in terms of precision and consistency [14]. Additionally, autonomous flexible 

endoscopes were developed to enable safer and more flexible minimally invasive operations.  Robots were trained to 

conduct suturing using deep reinforcement learning and pre-learned motion trajectories in order to mimic human suturing 

abilities using trajectory learning and non-rigid registration techniques [15].  The precision and effectiveness of multi-

throw suturing were further enhanced by optimization methods such sequential convex optimization and mechanical 

needle guides [16]. In order to guarantee safety, accountability, and compliance, ethical, legal, and regulatory 

considerations become increasingly important as surgical automation advances.  Surgical robots has also included 

machine learning techniques, which allow for better dexterity in autonomous suturing, improved visual perception, and 

real-time decision-making [17]. More accurate and controlled robotic treatments are now possible thanks to 

advancements in endoscopic tissue manipulation and needle tracking made possible by vision-based guidance.  Even 

though these developments have a lot of potential, there are still issues with guaranteeing flexibility, legal compliance, 

and prompt response in intricate surgical settings [18]. To prepare the way for completely autonomous robotic surgery, 

future research should concentrate on enhancing real-time perception, perfecting AI-driven techniques, and guaranteeing 

ethical surgical automation. In this study [19], we first describe the continuous creation of a flexible robotic cell that is 

made possible by deep-learning vision. This cell will be used to automate three primary functions in circular healthcare: 

the mapping and quantification of resources, the disassembly of minor medical devices, and the sorting of waste.  

Second, we incorporate robotics into a system-level perspective by fusing the mechanics of robots with compartmental 

dynamical thermodynamics. By utilizing dynamical systems theory and adding dynamical energy balances to the 

standard mass balances, our thermodynamic framework improves material flow analysis (MFA) and advances the 

theoretical underpinnings of circular material flow designs.  Third, using graph theory and our thermodynamic 

framework, we provide two circularity indicators.  The robotic cell can be used for reprocessing glucose meters and 

inhalers, but with the right modifications, it may also be used for other medical devices. It can also be used for sorting, 

disassembly, resource mapping, and quantification, or it can be used in simultaneously. At the expense of additional 

complexity, our thermodynamic systemic modeling framework can produce the necessary increases in model accuracy 
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and reproducibility since it incorporates more physics and system dynamics than MFA.  Lastly, healthcare chain 

managers can use the suggested circularity indicators to determine whether the robotic cell can process the input stream 

of materials in the allotted time and with the appropriate degree of separation at the output material flow. A demo video 

and software are made available to the general audience.  In addition to discussing the associated difficulties and 

potential future directions for the field of computer vision in enhanced robotic perception, this review paper provides an 

overview of the basic ideas of CNNs and their applications in various computer vision tasks for robotic perception.  The 

history, fundamental ideas, operation, uses, and key elements of CNNs are all covered in this essay. To maximize CNNs' 

potential in robotic perception and enhance robotic performance, it is crucial to comprehend their principles, benefits, and 

drawbacks [20]. Early autonomous robot movement prediction can help with command issuance to monitor and control 

robots' future actions before they happen, according to this study [2].  In order to do this, we suggest a deep learning 

classifier and effective computer vision approaches.  The computer vision techniques are intended for feature estimation, 

object segmentation, and frame quality enhancement.  Robot motions are automatically detected by the Long-Term Short 

Memory (LSTM) classifier using initial sequential features. In order to overcome the issues of vanishing and exploding 

gradients and to execute the earlier prediction from the initial sequential features of partial video frames, we primarily 

used an LSTM classifier in the design of the suggested model.  Higher accuracy prediction time reduction is facilitated 

by LSTM.  Additionally, it allows a particular robotic application's central system to avoid collisions brought on by 

obstacles in an indoor or outdoor environment.  We sought to develop deep learning (DL) computer vision artificial 

intelligence (AI) models in [3] that could automatically evaluate trainee performance and determine robotic suturing task 

competency. The basic ideas of convolutional neural networks (CNNs) and their uses in various computer vision tasks 

for robotic perception are summarized in [4], along with the associated difficulties and potential directions for the field of 

computer vision in enhanced robotic perception.  The history, fundamental ideas, operation, applications, and key 

elements of CNNs are also covered.  To fully utilize CNNs' potential in robotic perception and improve robotic 

performance and intelligence, it is essential to comprehend their principles, advantages, and limitations. By removing the 

complications associated with previous systems, such as laborious mechanics, rigidity, the need for several sensors, etc., 

this study [5] aims to build an object-tracking system that is both precise and responsive.  With vision-based control, the 

robotic arms can be efficiently built to track moving objects on their own.  Image-based visual servoing (IBVS) is more 

beneficial in vision-based control when compared to other classical and traditional servoing techniques. This article 

outlines a novel method for IBVS-based tracking control of a robotic arm with two degrees of freedom (DOF) that 

incorporates trajectory tracking and object identification as essential elements.  An accurate deep learning-based object 

detection framework is used to address the problems related to IBVS.  The objects are detected and located in real-time 

using the framework that has been described.  Furthermore, using the object detection system's real-time response, an 

efficient vision-based control method is created to operate the 2-DOF robotic arm. Using the CoppeliaSim robot 

simulator and a 2-DOF robotic arm, respectively, modeling and experimental studies are conducted to validate the 

suggested control technique.  The results show that when executing visual servoing tasks, the suggested deep learning 

controller for the vision-based 2-DOF robotic arm achieves good levels of accuracy and response time [5]. We built an 

autonomous driving system that can avoid obstacles and drive without the use of a global navigation satellite system 

(GNSS) signal, which is presented in [6].  Because deep learning techniques, such as convolutional neural networks, can 

be used to understand an environment and avoid obstacles, the system uses an object identification system based on a 

stereo camera.  Through studies carried out in the University of Tokyo's Tanashi Forest, the vehicle's autonomous driving 

capabilities were assessed utilizing real-time kinematic-GNSS to measure the genuine values.  In order to improve 

robotic manipulation, this study introduces an intelligent robotic object grasping system that makes use of deep 

reinforcement learning and computer vision techniques. You Only Look Once (YOLOv3) is a real-time object detection 

and localization technology presented by the authors in [7]. The Soft Actor-Critic (SAC) system leverages depth image 

information to identify the best gripping areas.  The robotic manipulator may then effectively choose and arrange things 

by converting the gripping point into a three-dimensional grasping position.  YOLO's detection accuracy was improved 

by using the COCO dataset, and the training process was accelerated by transfer learning.  The suggested system's 

performance evaluation showed an 87.3% grasping success rate and a mean Average Precision (mAP) of 91.2% for item 

detection. The model's robustness and generalizability were confirmed by 10-fold cross-validation, which showed little 

difference in performance across test circumstances.  The suggested method increased execution efficiency by 35% and 

accuracy by 27% when compared to conventional gripping techniques.  These results show the potential of the YOLO-

SAC framework for real-world robotic applications by offering a scalable and adaptable method for automated object 

handling in many contexts. In this study [8], we introduce an eye-in-hand camera-based vision-based pick-and-place 

control system for industrial robots.  Robots equipped with cameras significantly increase productivity and performance 

in the workplace.  The employment of robotic arms for pick-and-place tasks in simulated settings has been the subject of 

earlier research.  Aligning the coordinate systems between the robot and the camera and maintaining high data accuracy 

throughout the experiment are the challenges that come with working with real systems.  Our research focuses on using 

deep learning algorithms mounted on the robotic arm's end-effector in conjunction with a low-cost 2D camera to 

overcome this problem.  Both simulation and real-world experiments are used to assess this study. We propose a novel 

approach that combines the YOLOv7 (You Only Look Once V7) deep learning network with GAN (Generative 

Adversarial Networks) to achieve fast and accurate object recognition. This system uses deep learning to process camera 
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data to extract object positions for the robot in real-time. Due to its advantages of fast inference and high accuracy, 

YOLO is applied as the baseline for research. By training the deep learning model on diverse objects, it effectively 

recognizes and detects any object in the robot’s workspace. Through experimental results, we demonstrate the feasibility 

and effectiveness of our vision-based pick-and-place system. Our research contributes an important advancement in the 

field of industrial robots by showcasing the potential of using a 2D camera and an integrated deep learning system for 

object manipulation. 

 

III. KEY APPLICATIONS OF VISION-BASED CONTROL SYSTEMS 
1. Robotics: 

Robotic Arm Control: Vision-based control enables robotic arms to perform tasks like assembly, packaging, and 

inspection with greater accuracy and efficiency.  

Visual Servoing: This technique uses feedback from a camera to control the motion of a robot, allowing it to perform 

fine positioning tasks or track moving objects.  

Mobile Robot Control: Vision can be used to guide mobile robots along pre-taught paths or navigate in real-time 

based on their visual perception.  

2. Industrial Automation: 

Quality Control: Vision systems can inspect products on a production line to ensure they meet quality standards, 

detect defects, or identify variations.  

Object Recognition and Sorting: Vision can be used to identify and sort objects based on their features, colors, or 

other visual characteristics.  

Barcode Reading: Vision systems can efficiently read barcodes on packaging, labels, or other objects.  

3. Other Applications: 

Medical Field: Vision-based control can be used in surgery, wound care, and rehabilitation. 

Agriculture: Vision can be used for tasks like planting, harvesting, and monitoring crop growth.  

Autonomous Vehicles: Vision systems are crucial for autonomous vehicles to perceive their environment, detect 

objects, and make driving decisions.  

Space Applications: Vision-based control can be used for tasks like spacecraft navigation, object tracking, and 

remote sensing [21]. 

 

IV. CHALLENGES OF VISION BASED CONTROL IN ROBOTIC APPLICATION 

UTILISING COMPUTER 
Vision-based control in robotics, utilizing computers for image processing, faces several challenges. These include the 

inherent variability and complexity of real-world environments, limitations in contextual understanding by computer 

vision systems, and the need for robust algorithms that can generalize to unseen scenarios. Data quality and annotation, 

high computational costs, and real-time processing limitations also pose significant hurdles.  

Here's a more detailed breakdown of the challenges: 

1. Environmental Variability and Complexity: 

Dynamic lighting: 

Robots need to perform reliably even in fluctuating or poor lighting conditions, which can significantly impact image 

quality and object recognition.  

Occlusions: 

Objects being partially blocked by other objects or the environment can hinder accurate perception.  

Novel objects and cluttered backgrounds: 

Robots need to be able to handle a wide range of objects and environments, including those they haven't seen before, 

which requires robust algorithms that can generalize.  

Real-world variations: 

Robots must adapt to a multitude of real-world scenarios, including variations in textures, materials, and the presence of 

unexpected objects.  

2. Limitations in Contextual Understanding: 

Lack of semantic understanding: 

While computer vision can identify objects, it often struggles to understand the context and relationships between objects 

in a scene. 

Limited predictive reasoning: 

Robots need to be able to not only recognize objects but also predict their behavior and anticipate their impact on the 

environment.  

3. Data and Computational Challenges: 

Data quality and annotation: 

Training computer vision models requires large amounts of high-quality, annotated data, which can be difficult and time-

consuming to acquire.  

Computational cost: 
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Real-time processing of complex visual information can be computationally expensive, requiring powerful hardware and 

efficient algorithms.  

Real-time processing limitations: 

The need for real-time processing puts pressure on algorithm speed and hardware performance.  

Generalization across tasks: 

Algorithms trained for one task may not generalize well to other tasks or environments, requiring extensive retraining or 

adaptation.  

4. Other Challenges: 

Calibration issues: 

Ensuring accurate camera calibration for different robots and environments can be a challenge.  

Human-robot interaction: 

Robots need to be able to interact safely and effectively with humans, which requires understanding human intentions 

and adapting to their actions.  

Safety and reliability: 

Ensuring the safety and reliability of vision-based robotic systems in unpredictable environments is paramount.  

Overcoming these challenges requires advancements in computer vision algorithms, hardware, and control systems, as 

well as ongoing research into contextual understanding and human-robot interaction [22]. 
 

V. CONCLUSION  
In this study, we have examined numerous articles about vision-based control systems employing a variety of methods, 

as well as machine learning and deep learning.  We have also spoken about how they have advanced their technology 

through various technological approaches, and we have also talked about their future plans. The difficulties that vision-

based control faces in computer-based robotic applications are also discussed. 
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